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Brain Networks

« Human brain are at the center of
neurobiological systems.

 The interactions between brain regions are
key driving factors for disorder analysis.

— Brain network: composed by nodes
representing brain regions and edges
representing interactions between them.
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Brain Network Analysis

e Input: a brain network dataset of N subjects D = {G,,, y,}_,
* G, = {V,,, E,,}: brain network of subject n
* y,: prediction label (e.g., neural diseases)

 Properties:
«InD,vn,V, =V = {v;},
« W, € RM*M describes the connection strengths between ROIs: real-
valued and noisy
* Qutput: a prediction y,, for each subject n
* can be further analyzed for biomarkers



Graph Neural Networks

 Goal: efficient feature learning for machine learning on graphs

» Low-dimensional node embeddings encode both structural and
attributive information
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The Uniqueness of Brain Networks

 Lack of initial node (ROI) features
» Real-valued connection weights can be both + or —
 The fixed ROI identities and orders across individual graphs

— The design of GNN models for brain network should be
customized to fit its unique nature



Challenges

* Step 1: brain network construction
 Restricted data accessibility
 Sophisticated brain imaging preprocessing and network construction
processes that differ across modalities
» Step 2: analyze the resulting brain connectivity

 Establish a standard evaluation pipeline based on fair experimental
settings, metrics and modular-designed baselines
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Fig. 1. Overview of BrainGB framework for brain network analysis with graph neural networks.
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Neuroimaging Acquisition

» Various medical imaging techniques: MRI, EEG, PET, etc.

» Magnetic-Resonance Imaging (MRI) are the most widely used
for brain analysis research.
* Function MRI (fMRI)
— functional brain networks
describe correlations between time series signals of brain regions

— structural brain networks
describe the physical connectivity between gray matter regions



Challenges in Dataset Construction

« Raw MRI data is not directly usable for brain network
construction and analysis — complicated preprocessing pipeline.

» Preprocessing steps are distinctive across modalities.

 The functionality of existing software tools varies. For dMRI,
none existing software contains all the necessary preprocessing
capabilities.



Functional Brain Network Construction

Functional MRI Data Preprocessing SPM12 | AFNI | FSL | Qi€ | CONN | QPRI | ANTs | Nitearn
Brain Extraction
v v v v v v v

Remove voxels not necessary for analysis such as bone, dura, air, etc., leaving just the brain

Slice-Timing Correction

Adjust for the fact that each slice in the volume is taken at a different time, not all at once i / -/ -/ i i

Motion Correction/Realignment
Correct movement made during scanning by aligning all the functional images with one reference

Co-registration
Align participant’s functional images with the anatomical structural images for localization

Normalization
Wrap the data across subjects to a template/atlas standardized space

Smoothing
Perform weighted averages of individual voxels with neighboring voxels

v v v v v v v

Functional Brain Network Construction
Recommended Software: CONN, GraphVar,

Brain Region Parcellation Construct Network Brain Connectivity Toolbox

Segment each subject into the ROI defined by the given atlas Calculate pairwise correlations between ROIs as edges

Fig. 2: The framework of fMRI data preprocessing and functional brain network construction procedures, with recommended
tools for each step shown on the right. The more commonly-used tools for the functional modality are placed at the front.
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Structural Brain Network Construction

Diffusion MRI Data Preprocessing FSL | AFNI Sﬁi‘}gr T{f}gk Sﬁ(‘,’er Tortoise | MRerix3 Sﬂ,?,‘io
Eddy- Head Moti i
ddy-current and Head Motion Correction v v v v v v v

Align all raw images to the b0 image to correct for head motion and eddy current distortions

EPI Induced Susceptibility Artifacts Correction
Correct the spatially nonlinear distortions caused by B, inhomogeneities in Echo-planar imaging

v v v v v v

Brain Extraction
Remove voxels not necessary for analysis such as bone, dura, air, etc., leaving just the brain

Reconstruct Local Diffusion Pattern
Fit a diffusion tensor model at each voxel on preprocessed and eddy current corrected data

Tractography v v v v v v
Reconstruct brain connectivity graphs using brain tractography algorithms like FACT
Brain Region Parcellation v v v v v

Parcellate ROIs from T1-weighted structural MRI

Structural Brain Network Construction
Construct Network Recommended Software: FSL, Metric, DSI Studio
Compute the network based on the generated label and the reconstructed whole brain tractography

Fig. 3: The framework of dMRI data preprocessing and structural brain network construction procedures, with recommended
tools for each step shown on the right. The more commonly-used tools for the structural modality are placed at the front.
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M1: Node Feature Construction

Input: G, = (X, €) i”
» Identity: unique one-hot feature for each node

 Eigen: eigen decomposition performed on the weighted matrix,
then the top k eigenvectors are used to generate a k dimensional
feature vector for each node.

* Degree: degree value as a one-dimensional vector
* Degree profile: z; = [deg(v;) || min(D;) || max(D;)
| mean(D;) || std(D;)],

* Connection profile: the corresponding row for each node in
the edge weight matrix



M2: Message Passing Mechanisms

: P = = M (Rl R wy),
Message passing > mij =) Mi(hi,hj,wi))

JEN; JEN;
htt = U, (hi,m}),
- Edge weighted: mi; = hj - wg;.
 Bin concat: m;; = MLP(h; || b).
- Edge weight concat: wi; = [[{ wij = wy; [|wi; || ... || wy,

m;; = MLP(h] 'ww)

* Node edge concat: m;; = MLP(h; || h; || wi;).
* Node concat: mi; = MLP(h; || h;).




M3: Attention-enhanced Message Passmg

- Attention weighted: m; = hj - a;;.
B exp (o (a' [Oz; | Ox,]))
azg i T ) Attention-enhanced r
ZkEN(Z)U{’L} Xp (0 (a [@mz || G‘)wk])) message passing”

- Edge weighted w/ atin: mi; = h; - i - w;;.

« Attention edge sum: mi; = h; - (0 + wij).

* Node edge concat w/attn: m,;; = MLP(h; || (h; - as;) || wi;).
* Node concat w/attn: mi; = MLP(h; || (h; - o).



M4: Pooling Strategies paS=—2o

In the second stage of GNNs, a feature vector for the whole graph
is computed using the pooling strategy R,

gn =R({h; |vi€Gn}).

* Mean pooling;: _ 1
gn = 75 ) hi.
M; :
Sum pooling;: =
) ) gn = hy.
k; k

e Concat pooling:
pooling: oM hi—hy | ke ... || A
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Datasets

 Human Immunodeficiency Virus Infection (HIV)
* functional

 Philadelphia Neuroimaging Cohort (PNC)
e functional

« Parkinson’s Progression Markers Initiative (PPMI)
 structural

« Adolescent Brain Cognitive Development Study (ABCD)
* functional



Modular Performance Report

Tab.2. Performance report (%) of different message passing GNNs in the four-modular design space
with other two representative baselines on four datasets.

HIV PNC PPMI ABCD
Module Method
Accuracy F1 AUC Accuracy F1 AUC Accuracy F1 AUC Accuracy F1 AUC
Identity 50.00z0.00 33.33:000  46.73:1057  57.341007  36.44s017  52.58:480  79.25:024 44.21:008  59.65:650 49971013 33.32:006  50.00:020
Eigen 65.71:236 65.45:269 65312289  51.40s392  48.631542 50.18s757  74.09:277 47.362426 49212158 50.79:082 50.79:083  51.18:1.16
Node Features Degree 44.29:535 35.50z6.10 42.04:400  63.891227 59.69:385  70.25:238 79.52:231  49.40:507  59.73:431 63461129 63.45:28  68.16:1.41
Degree profile 50.00=0.00 33.330.00 50.00:000  51.40s7.21 33.8043.21 50.00:000  77.02:197 49.45:351  58.65:244 4992101 33.30005s  50.00:0.00
Connection profile 65.71:1385  64.11:1399  75.10:1695  69.83:415  66.20:27¢  76.69ss504  77.99:278  52.9624520  65.772400  82.42:4193  82.30:208  91.33:077
Edge weighted 50.00=0.00 33.330.00 49802420  64.871544 59701706 6998219 79.25:024 44212008 62.26:230  T44Tum17 T4.36:123 82.37:146
Bin concat 50.00z0.00 33.33:000 49391935 54.741s38 36.42:397  61.68s301 79.25:024 44.21s008  52.67:706  53.72:497 432611243 61.86s579
Message Passing Edge weight concat 51.43:286 4436688  48.16:1013 63.68:331  60.27s597 67.34s302 79.25:024 44.21s008  59.721465 64594130 64.30:143  70.63:102
Node edge concat 65. 7121385  64.1121390  75.1021695  69.831415  66.20127¢  76.69s50¢  77.99:278 52962452 65.772400  82.424193 82.30s208  91.33:077
Node concat 70.00:1501  68.83:1757  77.96:820  70.63:235 67120181 78324142 T8.4ls162  54.46:308  68.34:180 80.50:227 80.10:247  91.36:0.92
Attention weighted 50.00z0.00 33.332000 49.80:252  65.09:221 60.741439  69.79:42¢ 79.25:024 44212008 63242377 7774097 T7.70s0000 85.10:s110
Message Passin Edge weighted w/ attn 50.00z0.00 33332000  42.04:1563 62902122 61.14w0s57 69741237 79.25:024 44212008  54.92:420  78.041196  T7.81s233  86.86:063
W/ A%ttention & Attention edge sum 51.43:7.00 49.13s565  54.49:15617  61.51s286 55361476  69.38:3s50 79.11s040  44.17:002  60.47:626  75.71u1s2 75.59:168  83.78:02
Node edge concat w/ attn - 72.86:1143  72.52:1172 783721085  67.66s500 64.69:536  T4.520120 77302152 50.962420  63.932480 83.10:047  83.03:052 91.85:029
Node concat w/ attn 71.4329.04 7047026  82.04:m121  68.851642  64.2911005  75.36:500  78.41:143  49.98:157  68.14:501 83.19:093 83.12:096  91.55:059
Mean pooling 471421539 41.7121736  58.78z1863 66.861233  61.392488  74.20s330  79.25:024 44212008 59.64:547  81.132035  81.06:03¢  88.49:1.12
Pooling Strategies Sum pooling 5714004 52.23:1265  57.96:1115  60.13:287 53961761 66.11:422 79.39:052  47.68:312  61.29:011  77.48s335 76.96s458  87.90:06s
Concat pooling 65. 7121385 64.1121399  75.10:1695  69.831415  66.20s274  76.69:504  77.99:278  52.96:450  65.772409 82424193 82302208  91.33:0.77
Other Baseli BrainNetCNN 60.2121706  60.12:1356  70.93240m 71931490  69.94us42 7850328  77.24:200  50.241300  58.762z95 85.1:092 85.7:013 93.5:034
er baseles BrainGNN 62.98:1115  60.45:06  68.03w916  70.62:485  68.93se00  77.535:  79.17u2  44.19au 452616  OOM OOM 0OM
September 14, o
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Observations

* Node features: the connection profile captures the whole picture of
structural information in the brain network and preserves rich information
on pairwise connections used to perform brain parcellation.

« Message passing: node concat reinforces self-representation of the central
node during each step of message passing.

- Attention-enhanced message passing: the attention mechanism utilizes
learnable attention weights in addition to the fixed edge weights in the
aggregation and update process of GNNs.

« Pooling strategies: in concat pooling, the final node representations of all
the brain regions are kept in the graph-level representation for classifiers.
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Contributions

* A unified, modular, scalable, and reproducible framework for brain
network analysis with GNNs

« Summarize the preprocessing and construction pipelines for both functional
and structural brain networks

» Decompose the design space of GNNs for brain network analysis into four
modules:
* (a) node features
* (b) message passing mechanisms
 (¢) attention mechanisms
* (d) pooling strategies.

« Conduct a variety of empirical studies and suggest a set of general recipes for
effective GNN designs



Resources

* Website: https://brainnet.us/

e tutorials
« examples

 preprocessing and brain network
construction instruction

* Out-of-box Python package that can
be easily installed by pip

e Source code:
https://github.com/HennyJie/BrainGB

September 14,
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BrainGB

A Benchmark for Brain Network Analysis with
Graph Neural Networks

BrainGB is a unified, modular, scalable, and reproducible framework established for brain network analysis with
GNNs. It is designed to enable fair evaluation with accessible datasets, standard settings, and baselines to foster a
collaborative environment within computational neuroscience and other related communities. This library is built
upon PyTorch and PyTorch Geometric.

To foster research, we provide an out-of-box package that can be installed directly using pip, with detailed
tutorials available on our hosted website.
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Library Highlights

Our BrainGB implements four main modules of GNN models for brain network analysis:

« Node feature construction: studies practical and effective methods to initialize either positional or structural
node features for each brain region.

+ Message passing mechanisms: update the node representation of each brain region iteratively by
aggregating neighbor features through local connections.

« Attention-enhanced message passing: incorporates attention mechanism to enhance the message passing
scheme of GNNs.

« Pooling strategies: operate on the set of node vectors to get a graph-level representation.

BrainGB also implements utility functions for model training, performance evaluation, and experiment
management.

Installation

To install BrainGB as a package, simply run


https://brainnet.us/
https://github.com/HennyJie/BrainGB

Limitations

* Graph structure mysteriousness: for brain networks, what
kinds of graph structures (e.g., communities, subgraphs) are
effective beyond the pairwise connections are still unknown.

* Limited Datasets: the small size of neuroimaging datasets may
limit the effectiveness and generalization ability of complex deep
learning models.



Future Directions

* Neurology-driven GNN designs: to design the GNN
architectures based on neurological understanding of predictive
brain signals, especially disease-specific ones.

* Pre-training and transfer learning of GNNSs: to design
techniques that can train complex GNN models across studies and
cohorts. Besides, information sharing across different diseases
could lead to a better understanding of cross-disorder
commonalities.
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